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RESILIENT CYBER ECOSYSTEMS

•	Insider jobs occur when adversaries have trusted access to 
at least some parts of cyber systems and violate the trust they 
have been granted. 

•	Stupid stuff occurs when individuals do not take proper care 
of information systems and/or personal information. Adversaries 
are the proactive ones that seek to compromise cyber systems 
and have the advantage to discover and exploit vulnerabilities on 
Internet time.

Security Engineering, Such as It [1]
Cyber security tends to have a technology focus and provides 

a defensive, static, security environment versus the dynamic 
behavior of its adversaries. The behavior of defensive oriented 
cyber security is asymmetrical, which gives the adversaries the 
“first move” advantage that must then be detected, identified, 
and protected against. The result is patch, upon patch, upon 
patch in response to adversarial attacks. Cyber security behaves 
as an evolutionary system, not a purpose-designed system. 

A Short History of Systems Thinking
“Systems thinking is a discipline for seeing wholes. It is a 

framework for seeing interrelationships rather than things, for 
seeing patterns of change rather than static ‘snapshots.’”  
– Peter Senge, 1990 [2].

The most popular definition of systems thinking is arguably 
defined by Peter Senge, who traces its roots to the feedback 
concepts of cybernetics and servo-mechanisms. Senge gives 
substantial credit to Jay Forrester’s early work beginning in the 
mid-1950s in system dynamics. Forrester’s stock-flow-feedback 
structure modeling of General Electric appliance manufacturing 
plants revealed that the observed three-year employment cycle 
of hiring and layoffs was attributable to the internal structure of 
the firm and not to the external forces of the business cycle [3].

A key lesson is that answers and solutions to observed phe-
nomena may be non-intuitive without analysis. Stocks define the 
states of the system, and the variables defining the changes in 
states are the flows. The stock-flow-feedback metaphor mod-
els nth order difference/differential equations that describe the 
behavior of a system [4]. Nouns represent stocks whereas verbs 
represent flows. Stocks send out signals representing information 
about the state of the system to the rest of the system. Stocks 
have the following characteristics: memory, ability to change the 
time shape of flows, decouple flows, and create delays.

Forrester’s work bloomed into the System Dynamics Society 
and The System Dynamics in Education Project at MIT, now The 
Creative Learning Exchange, championing system dynamics 
and systems thinking in K-12 education. System dynamics has 
been applied to business management, sustainability studies, 
policy analysis and design. The Club of Rome embraced system 
dynamics in its 1972 report, The Limits to Growth. The method-
ology also supports agent-based modeling. This author applied 
systems dynamics in the late 1970s to understanding the cost 
impact of reported but unfound troubles in the telephone net-
work. This provided the basis to justify a cost-effective system to 
improve the detection and repair of such troubles. 

Introduction
The stage is set by thriving communities of adversaries who 

seek all possible means to harm cyber systems and potentially 
to the infrastructure with which they are integrated. The func-
tions currently performed by cyber security should thwart these 
adversaries but are too often add-ons rather than inherently 
designed into the cyber systems. A short history of systems 
thinking and its relevance to thwarting the threat is established. 
Then specific actions are identified to achieve the vision of a 
secure digital world, after the fact.

Cops and Robbers in the Digital Age
Adversarial attacks to compromise cyber systems can be 

broadly categorized as hacks, social engineering, insider jobs 
and stupid stuff:

•	Hacks include malware, e.g. viruses and worms. 
•	Social engineering includes phishing schemes to trick 

individuals into divulging private information that can then be 
exploited. Social engineering can also be used to gain personal 
knowledge of individuals and to guess passwords. 

William D. Miller, Innovative Decisions, Inc.

Abstract. The practice of cyber security appears to be predominantly a game of 
Whac-A-Mole, and the moles are winning! Systems are designed and deployed 
with security such as it is, grafted on, and the standard response to adversarial 
attacks is to continually patch the IT and burden humans with process and 
passwords. We must learn to think systemically to seek advantage, or at least 
maintain parity over adversarial threats, as our infrastructure becomes more 
complexly integrated.
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Figure 2: Business inventory causal loop.

The soft systems methodology in, “Systems Thinking, Systems 
Practice” by Peter Checkland was first published in 1981 and 
has been republished several times [7]. Checkland acknowledg-
es systems engineers’ contributions to the mature understand-
ing of hard systems and then identifies the problems extending 
those paradigms to the unstructured problems of soft systems. 
Checkland lays out an action research program that led to the 
holistic methodology for soft systems, especially human activ-
ity systems, such as the British Rail System. He uses causal 
diagrams that are more free form than the formal causal loops 
introduced earlier.

Derek Hitchins, a contemporary of Checkland, integrates 
systems engineering and systems thinking in, “Systems Engi-
neering: A 21st Century Systems Methodology” in 2007, with 
extensive use of causal loops and system dynamics applied to 
complex systems [8]. Hitchins focuses on defense capabilities, 
illustrating concepts in the case study of the World War II Battle 
of Britain Command and Control System.

Peter Senge popularized systems thinking in, “The Fifth 
Discipline: The Art & Practice of The Learning Organization” 
in 1990. Subsequent to its publication, Senge co-authored a 
series of field books applied to a variety of domains. The Fifth 
Discipline is systems thinking and completes the four disciplines 
of personal mastery mental models, shared vision and team 
learning. Senge’s laws of the Fifth Discipline and causal loop 
system archetypes are shown in Table 2. The archetypes are 
naturally recurring patterns in systems and are represented by 
formal causal loop diagrams.

John Boardman and Brian Sauser integrated the concepts 
of causal loop diagrams, soft systems methodology and social 
network theory with the introduction of the system diagram, or 
systemigram, conceptual model [9] The systemigram provides 
a systemic visualization of system complexity and enables the 
elucidation of the key attributes of emergence, hierarchy and 
boundary of complex systems. The application of systems think-
ing is illustrated by the relevant systemigram example in Figure 
3 from the Systems Security Engineering roadmap report pub-
lished by the Systems Engineering Research Center (SERC), a 
University-Affiliated Research Center of the DoD [10].

Application of Systems Thinking for a Secure 
Digital World

The International Council on Systems Engineering’s “IN-
SIGHT” publication devoted its July 2011 issue to a special 
feature on “Systems of Systems and Self Organizing Security.” 
The feature specified that:

“Resilient system strategies may be a more manageable way 
to counter the asymmetry of attack and defense. In recognition 
that systems will have vulnerabilities that adversaries will attack, 
and that system design needs mechanisms to weather suc-
cessful attack and remain viable, engineers are now placing a 
new strategic priority on system resiliency. Survivability through 
resilient design is not a new concept, but still remains largely a 
research activity.”
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Within DoD, CDR Brett Pierson developed a system dynam-
ics model of the FM 3-24 COIN Manual [5]. There are several 
popular system dynamics software programs available. A simple 
inventory stock and flow model is shown in Figure 1.

Published in 1980, a classic document of systems is, 
“Systems 1: An Introduction to Systems Thinking” by Draper 
Kauffman and precedes Senge’s book by a decade [6]. Kauff-
man’s intent was to translate the ideas of systems and systems 
thinking, which is full of technical jargon and mathematics. He 
wanted non-expert educators to be able to teach the concepts 
to K-12 students. 

Kauffman defines systems, the concept of feedback and 
introduces causal loop diagrams to model their behavior. Figure 2 
is an example of a causal loop diagram describing the relationship 
of a business’ inventory to price, demand, orders and supplies.

These causal loops are the precursor to modeling the stocks 
and flows. Kauffman provides a simple taxonomy of systems 
and their properties, as well as complex system characteristics 
and problems as shown in Table 1.

Several of the effects that Kauffman identifies are highly 
relevant to cyber security:

•	Systems cope with problems by reacting to warnings.
•	The obvious solution often makes things worse.
•	Solving one problem almost always creates others.

Figure 1. A simple stock and flow model of inventory.
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Table 1. Kauffman’s system types and properties, as well as complex system 
characteristics and problems.

From the systems thinking perspective, the 
imperative is that cyber security learning loops 
must be fastest where the stakes are highest, 
as when systems become high-value targets 
under attack by determined, intelligent adver-
saries. Another systems thinking imperative is 
that people are part of the system, and there-
fore the human condition, with all its attributes 
including social systems and social engineer-
ing, must be part of the design formulation for 
cyber security.

Within DoD, the INCOSE “INSIGHT” article 
goes on to explain: 

“Security has focused on keeping critical 
technology and information from getting out. 
However, as DoD systems have come to depend 
on commercial technology and components 
that are increasingly sourced through complex 
global supply chains, a new security emphasis 
is emerging: keeping malicious or compromised 
system elements or components from getting in.” 

The SERC Systems Security Engineering 
Final Technical Report establishes a research 
roadmap for DoD, with its executive summary 
summarizing insights from systems thinking: 

“The U.S. needs dramatic improvements in 
systems security. Current defensive strategies, 
based principally on strengthening system 
peripheries, inspections, and similar bolt-on 
techniques add tremendously to cost and do 
not respond effectively to the growing sophisti-
cation of attacks. Systems cannot be assumed 
to have static boundaries, static user communi-
ties, or even a static set of services.” 

The report goes on to emphasize the applica-
tion “of scientific and engineering principles to 
identify security vulnerabilities and minimize or 
contain the risks associated with these vulner-
abilities.” The SERC report is available at  
<http://www.sercuarc.org>. 

Two additional works that address cyber 
security from a systems thinking perspective 
are “Enterprise Security for the Executive: 
Setting the Tone from the Top” by Jennifer L. 
Bayuk [11] and “Cyber Attacks: Protecting 
National Infrastructure” by Edward G. Amoroso 
[12]. Bayuk addresses security leadership and 
Amoroso proposes a comprehensive national 
infrastructure protection methodology. The 
reader is encouraged to become involved in 
INCOSE working groups and the cyber security 
professional society organizations. 

System Types System Properties Complex System Characteristics Complex System 
Problems 

Mechanical 
 
Human/ 
Mechanical 
 
Biological 
 
Ecological 
 
Social 

Stabil i ty 
 
Limitations 
 
Loose Systems 
 
Reaction Times 
 
Anticipation 
 
Hidden Systems 

Self-Stabil izing 
 
Goal-Seeking 
 
Program-Following 
 
Self-Reprogramming 
 
Anticipation 
 
Environment Modifying 
 
Self-Replicating 
 
Self-Maintaining/Repair ing 
 
Self-Reorganizing 
 
Self-Programming 

Tragedy of the 
Commons 
 
Cost of Information 
 
Distort ion of 
Feedback 
 
Loss of 
Predictabil i ty 

 

Laws of the Fifth Discipline System Archetypes 
     
1. Today’s problems come from yesterday’s 

solutions 
2. The harder you push, the harder the system 

pushes back 
3. Behavior grows better before it grows worse 
4. The easy way usually leads back in 
5. The cure can be worse than the disease 
6. Faster is slower 
7. Cause and effect are not closely related in time 

and space 
8. Small changes can produce big results – but the 

areas of highest leverage are often the least 
obvious 

9. You can have your cake and it it too – but not at 
once 

10. Dividing an elephant in half does not produce 
two elephants 

11. There is no blame 

 
Balancing Process with Delay 
 
Limits to Growth 
 
Shifting the Burden 
 
Eroding Goals 
 
Escalation 
 
Success to the Successful 
 
Tragedy of the Commons 
 
Fixes that Fail 
 
Growth and Underinvestment 

	
  

Table 2. Senge’s laws of the Fifth Discipline and system archetypes.

Figure 3. SERC systems security systemigram (used by permission).

http://www.sercuarc.org
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Summary

This paper lays out the context of adversarial threats to cyber 
systems and taking a systems thinking approach to cyber security 
in the digital world. Past and current practices of patching vulner-
abilities as they are discovered leave the initiative to the adver-
saries and do not solve the underlying structural problems that 
exist. Systems thinking addresses the wholeness and interrelated, 
dynamic behavior of this domain. To quote President Abraham 
Lincoln, “We must think anew, and act anew.” Significant research 
remains to be accomplished, both theoretical and applied.
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